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Foreword
One of the most known and used statistical tools are correlations.
Correlations are performed to find out levels of relations between two or more objects, 
variables or situations, in order to extract insights that bring explanations about the reasons 
why such objects or variables are, or not, related between each other.
The usage of correlations, in general terms, brings along the development of quantitative 
coefficients. The most famous are the Pearson and Spearman coefficients. These metrics 
are used to quantify the correlation analysis.
The correlation analysis could be applied to find out relevant insights in daily-business 
tasks or projects. Furthermore, it could be applied to find explanations why determined 
business phenomemon occur. Bit more beyond, correlations could be used to solve 
problems in a wide variety of issues that appear daily in organizations, no matter their 
size, nature, type of operations, location or origin.
Therefore, correlation analysis is a fantastic tool that could be used in applied analytics. 
But, where to begin? The answer is responded within this book. A clear path or route is 
proposed to be followed in order to use this statistical technique to obtain the maximum 
benefit, especially, in common business issues. 
What is the main purpose of this book? Put in your hands, respected reader, a ready-to-
apply knowledge to put in practice in your daily-professional life.

Roberto Delgado Castro
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For ages, one of the most common features of human beings is their capacity to compare 
objects and situations of real life.
At the very beginning, the ability to perform comparisons between objects has given 
humans the possibility to define dimensions of objects and levels of difficulty in problem 
solving tasks.
These comparisons, as time lasted, were used in quite simple trade negotiations. When 
humans were obligated to find objects that could help them increase their survival 
probability, they decided to exchange them with other individuals, based on the strategic 
usage and value they assigned to them. Precisely, they began to value things based on 
personal premises; those premises were based on comparisons.What objects have more 
value than other things? Their importance was defined by what object is more relevant 
than others.
Another important piece of analysis that has been performed for centuries, originated in 
correlations, is the famous cause-effect. Why certain events occur? What are the causes 
of determined events? Are there events that are closely related with another ones? Are 
there situations that occur based on another ones? These questions have been part of 
daily life of humans for a long time.
In addition, the mentioned cause-effect analysis is very common and is wide used in 
business and applied analytics. As organizations began to collect information in time to 
build time series data about operative processes, they discovered the necessity to explain 
potential relations between one serie and other ones, in order to find the reasons why 
determined business phenomenon occur. In other words, they needed to determine if a 
time series data of a certain variable is related with another one, to find out if one is the 
cause or the effect of the other.
As such analysis turned more and more complex, came up the necessity to transform such 
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examinations into numbers. And that originated the rise of correlation 
coefficients. 
The mathematician Karl Pearson (1857) and prominent psychologist 
Charles Edward Spearman (1863) made stunning and impressive 
discoveries and developments in the field of correlations. Both of 
them worked with levels of relation between two variables; but much 
more than variables, I could mention that they developed the way to 
measure levels of association between two data sets or data series.
Therefore, the calculation of quantitative metrics or coefficients to 
measure levels of association between two variables, must be a 
matter of attention in the field of Business Analytics. Why? Because 
these kind of analysis and developments bring along the possibility to 
open a wide world of new insights and discoveries for organizations.
This handbook proposes a check list of systematic tasks intended 
to guide professionals within the performing of correlation analysis 
in R, specifically, the usage of the package RSTATIX in the following 
crucial functions:

1.	Normality tests (Shapiro-Wilk).
2.	Pearson coefficient.
3.	Spearman coefficient.
4.	Box plots.

Before going deep into such process, I will make a brief review of 
some crucial statistical concepts, in order to build a clear context.
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Shao, Shirvan and Alamer (2022) express that “understanding the association between 
theoretical constructs is at the heart of quantitative research. Researchers use correlation to 
understand how two or more variables are associated. The relationship between variables 
is usually obtained by assessing how measures/scales that represent the variables are 
correlated. Analysts rarely use single items to represent a complex phenomenon because 
single items cannot appropriately capture the complexity inherent in theoretical concepts” 
(1). 
In addition, Prasad (2023) indicates that “correlation and regression are the techniques 
which are used to investigate if there is a relationship between two quantitative variables. 
Correlation answers three questions—is there a relationship, what is the strength of 
relationship and direction of the relationship? Regression expresses this relationship in a 
mathematical form so that the equation can be used for predicting other values. However, 
correlation does not deal with causation, that is even a high degree of correlation cannot 
be used to confirm which is the cause and which is the effect variable. However, this 
condition is clearly defined in “regression or connection between two or more things. A 
more formal definition says, correlation is a statistical method used to assess a possible 
association between two or more variables”.(2).
In these same ideas, Makowski, Ben-Shachar, Patil and Lüdecke (2020), point that 
“correlations tests are arguably one of the most commonly used statistical procedures, 
and are used as a basis in many applications such as exploratory data analysis, structural 
modelling, data engineering etc” (3).
Therefore, according with the mentioned authors, the heart of correlation is finding some 
levels of association between two or more variables. At this point, it is possible to beakdown 
its definition.
First, a statistical-quantitative method or procedure must be performed. Second, 
researchers must find two or more variables, that could be objects, data sets or any other 
phenomenon. Third, such association could be explained by the calculation of some 
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coefficients. Fourth, the variables under analysis, in the majority of 
cases, are data sets or time-series-data made of information that 
have been collected within time.
To support the mentioned ideas, Seeram (2019), expressed that 
“correlational research is a type of nonexperimental research that 
facilitates prediction and explanation of the relationship among 
variables. Researchers use a correlational research design to 
measure 2 or more variables to investigate the extent to which the 
variables are related” (4).
Thus, the usefulness of correlation analysis is absolutely relevant for 
organizations. Senthilnathan (2019), points that “many studies use 
correlation analysis to explore the degree association between study 
variables. Especially in social science research, linear correlation 
analysis is a tool for representing the closeness of one related variable 
to another. The linear correlation coefficient (r or R) is such a measure 
providing information to the extent to which two variables have very 
close association. The purpose of carrying out correlation analysis 
is almost the same in every study and mostly, a correlation analysis 
becomes useful to explore the associative relationship between 
independent and dependent variables” (5).
In addition, Senthilnathan expresses that “correlation is meant 
for exploring the degree of relationship between two variables in 
consideration. Correlation coefficient is the measure to quantify such 
degree of relationship of the variables. Generally, two correlation 
coefficients are used in applications, namely: Pearson’s Product 
Moment Correlation Coefficient and Spearman’s Rank Correlation 
Coefficient” (5).
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Khatun (2021) expresses that “normality tests are used in different sectors” (6). Also, 
Das and Imon (2016), expresses that “in statistics it is conventional to assume that the 
observations are normal. The entire statistical framework is grounded on this assumption 
and if this assumption is violated the inference breaks down. For this reason it is essential 
to check or test this assumption before any statistical analysis of data” (7).
Also, Ahmad and Khan (2015), points that “standard statistical procedures often require 
data to be normally distributed and the results of these methods  will  be  inappropriate  
when  the  assumption  of  normality  is  not  satisfied.  Therefore,  the  postulation  of  
normality  is  strictly  required  before  proceeding  statistical  analysis. Many  parametric 
methods (like correlation, regression, t –test, analysis  of variance etc) require normality 
assumption. The assumption of normality is one of the most important assumptions   of   
parametric   procedures   because   of   its   extensive   range   of   practical applications”(8).
In addition, Ahmand and Khan also pointed that “researchers  developed  many  tests  for  
the  comparison  of  normality assumption  in different  years; some  tests  were  modified  
for  attaining  better  performance. Firstly,   Pearson   (1900)   developed   chi-square   test   
for   detection   of   non-normality. Kolmogrov and Smirnov (1933) suggested formal test 
for normality. The chi square test, based   on   acumulative   distribution   function,   and   
can   be   used   for   any   univariant distribution.   After  two  decades,  Anderson  and  
Darling  proposed  their  test  for  normality.  Kuiper (1960) brought out the test of normality. 
Afterwards, Shapiro and Wilk (1965) suggested test of normality. In 1968, Ajne normality 
test was developed. After two years later, a modification of Kuiper  and Ajne tests  was  
proposed by Stephens  (1970). D’Agostino (1972) introduced another test of normality. In 
the same year, modification of Kolmogrov Smirnov  was  proposed  by  Stephens.  Four  
years  later,  Vasicek’s  test  of  normality proposed by Vasicek (1976). Jarque and Bera 
designed test of normality in 1987” (8).

Normality tests
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Therefore, Hernandez (2021) expresses that “ determining whether 
or not a data sample has been obtained from a normally-distributed 
population is a common practice in statistics and data analysis. Up 
to this date, several dozens of methods have been proposed in the 
scientific literature for testing normality” (9).
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According wih the bibliography reviewd so far related with normality tests, from a 
pure statistical point of view, before applying any quantitative processing applied to a 
determined data set or variable, it is recommended to perfom any kind of normality test, in 
order to determine whether or not such data set (variable) is normal or not.
Why? 
Dagnino (2014) states that “many times, when two variables that change together are 
measured, it is possible to determine which is independent and which is dependent. In 
these circumstances, it is only possible to describe the strength of association between 
them, since not causal predictions or estimates can be made” (17).
From this point on, the work of comparing and relating two variables constitutes one 
of the most used and common scientific works in the world of research and statistics. 
The collection of data for the construction of time series on particular variables, and the 
development of coefficients that quantify the association between them, are one of the 
cornerstones in what is known as Linear Regression.
Fiallos (2021) states that “the most common numerical index used to measure a correlation 
is the “Pearson Coefficient”.  Pearson’s Coefficient (also called the product-momentum 
correlation coefficient), is represented by the symbol “r” and provides a numerical measure 
of the correlation between two quantitative variables. This coefficient has the following 
characteristics:

1.	It tells us whether two variables are correlated or not.
2.	It tells us whether the apparent relationship is positive or negative.
3.	The coefficient sign denotes the strength or intensity of the correlation between the 
variables” (18).

It is particularly important to note that, if the data collected is parametric and numerical 
and follow a normal distribution trend, Pearson’s Coefficient should be used. On the other 
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hand, if you are working with data that is not parametric or follow a 
normal distribution trend, it is best to use, among others, the so-called 
Spearman’s Coefficient. As Pinilla and Rico (2021) put it, “analyses 
based on Pearson’s Coefficient are known as parametric, and those 
based on Spearman’s Coefficient are known as non-parametric” (10).
Likewise, Laguna (2014) states that “there are two correlation 
coefficients that are frequently used: Pearson’s (parametric) and 
Spearman’s (non-parametric, used in those cases where the variables 
examined do not meet normality criteria or when the variables are 
ordinal). Pearson’s correlation coefficient specifically assesses the 
adequacy to the linear line that defines the relationship between 
two quantitative variables. Spearman’s nonparametric coefficient 
measures any type of association, not necessarily linear” (11).
In the same vein, Laguna indicates that there are certain conditions 
for applying both coefficients when calculating associations between 
variables:

1.	“Quantitative variables: both variables examined must be 
quantitative. For ordinal variables, Spearman’s coefficient can 
be used. 

2.	Normality: The normality of both variables is a requirement 
in the case of Pearson’s correlation coefficient, but not in 
Spearman’s. 
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3.	Independence: Observations must be independent, i.e., there is only one 
observation of each variable for each individual” (11). 

According to Palomar-Yarritu (2022), “Spearman’s correlation coefficient is a non-
parametric coefficient alternative to Pearson’s correlation coefficient, when the variables, 
whose degree of association is to be studied, do not meet the hypothesis of normality or, 
simply, there is no certainty about it” (12). 
Likewise, Zúñiga, Chambi, Carbajal, Meléndez, Figueroa, Viveros and Coaquira (2022), 
indicate that “in the Pearson [r] (Pearson, 1896) and Spearman [rs] (Spearman, 1904) 
correlations, the procedures are related to the nature of the variables used. The first 
coefficient is a parametric statistic that requires prior absolution of the fulfillment of several 
premises or assumptions, especially that of bivariate normality for the variables analyzed, 
while the second is a non-parametric estimator used in variables that do not necessarily 
meet the normality criteria” (13).
However, once the input data has been collected, as mentioned so far, it is necessary 
to run certain normality tests to determine whether the data follow a trend of a normal 
distribution, before knowing whether to calculate Pearson’s coefficient or Spearman’s 
coefficient for a given database or dataset.
According to Tapia and Cevallos (2021), “this test is used to contrast normality when 
the sample size is less than 50 observations and in large samples it is equivalent to 
the Kolmogorov-Smirnov test. The method consists of starting by ordering the sample 
from lowest to highest value, obtaining the new sample vector. Shapiro-Wilk, as a test of 
normality, was introduced considering that the normal probability plot that examines the 
fit of a sample dataset for the normal distribution is similar to the linear regression plot, the 
diagonal line of the graph is the perfect fit line, with the difference that this line is similar to 
the regression residuals” (14).
The quantitative result of the Shapiro Wilk test is given by the W statistic, which, according 
to Carmona and Carrión (2015), is between zero and one. “For small values of W, there 
is evidence of deviation from normal, i.e., normality is rejected; while the value of one 
indicates the normality of the data” (5). In addition, this interpretation is reinforced by 
Jaramillo, Pinos, Sarango, and Román (2023), who state, in a scientific work, that “as 
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in the Kolmogorov-Smirnov test, the p-value (0.598) is greater than a commonly used 
significance level, such as 0.05.  This also indicates that there is not enough evidence to 
reject the null hypothesis of normality according to the Shapiro-Wilk test” (15). 
Finally, and in addition to the previous paragraph, Sáenz, Balarezo and Yengle-Ruíz 
(2019), as part of the analysis of the results of a research carried out, indicate that “prior to 
the application of the various tests, the normality analysis was carried out, proposing the 
following hypotheses: H0 = The scores have a normal distribution; H1 = Scores are not 
normally distributed; Regarding the values compared to the significance, we will consider 
the following to accept or reject: If p<0.05 H0 is rejected; because the scores do not 
have a normal distribution and if p>0.05 is not rejected, H0 i.e. the scores have a normal 
distribution” (16).
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According with Schober, Boer and Schwarte (2018), “the Pearson correlation coefficient 
is typically used for jointly normally distributed data (data that follow a bivariate normal 
distribution). For nonnormally distributed continuous data, for ordinal data, or for data with 
relevant outliers, a Spearman rank correlation can be used as a measure of a monotonic 
association. Both correlation coefficients are scaled such that they range from –1 to +1, 
where 0 indicates that there is no linear or monotonic association, and the relationship gets 
stronger and ultimately approaches a straight line (Pearson correlation) or a constantly 
increasing or decreasing curve (Spearman correlation) as the coefficient approaches an 
absolute value of 1. Hypothesis tests and confidence intervals can be used to address the 
statistical significance of the results and to estimate the strength of the relationship in the 
population from which the data were sampled” (19).
Specifically in R, due to the functions of the package RSTATIX, Shapiro-Wilk normality 
tests and Pearson and Spearman coefficients could be calculated using a certain code 
structure. Within the next sections of this book, a proper code structure is proposed in 
order to perfom such calculations.

Correlation coefficients: 
Pearson and Spearman
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According with the formal prospect, “RSTATIX package is a pipe-friendly framework for 
basic statistical tests”. Provides a simple and intuitive pipe friendly framework, coherent 
with the ‘tidyverse’ design philosophy, for performing basic statistical tests, including t-test, 
Wilcoxon test, ANOVA, Kruskal- Wallis and correlation analyses. The output of each test 
is automatically transformed into a tidy data frame to facilitate visualization. The package 
contains helper functions for identifying univariate and multivariate outliers, assessing 
normality and homogeneity of variances”. (20). 
RSTATIX package´s prospect states that it performs Shapiro-Wilk normality test, under the 
following technical criteria:

Image 1
R-Statix package technical prospect

Shapiro-Wilk normality test

RSTATIX package
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Source: R-STATIX package technical prospect.

In addition, RSTATIX package also performs calculations for Pearson and Spearman 
coefficients, under the following technical criteria:

Image 2
R-Statix package technical prospect

Pearson and Spearman correlation coefficients

Source: R-STATIX package technical prospect.
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The values and functions are as follows:

Image 3
R-Statix package technical prospect

Pearson and Spearman correlation coefficients: values and functions

Source: R-STATIX package technical prospect.
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The following image shows the suggested process of correlation analysis:

Image 4
Correlation analysis in R

Recommended process diagram

Procedure 
check list in R
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Using the LIBRARY function, the RStatix package must be installed in R prior to develop 
its funcions.

Another way to install such a package, is due to the usage if the install.packages() 
function directly in the Console.

Install RStatix package 

Import input-data in R
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Using the read_delim function, the input data set must be loaded to R:

Using the shapiro_test function, a Shapiro-Wilk normality test could be executed to 
variable 1 of the dataset:

•	 In the first line of the chunk, it is necessary to invoke the name of the dataset.
•	Note that the name of the variable must be typed inside the shapiro_test function.

Run Shapiro-Wilk normality 
test to variable 1
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The values returned are the statistic value and the p-value:

•	The “p-value” refers to the result of the Shapiro-Wilk test.
•	Generally, in order to evaluate the result of the Shapiro-Wilk test, a Level of 
Significance should be defined in 0.05. This value is usually called as “α value”.
•	 If  “p-value” is bigger than the “α value”, then the data is considered as Normal and 
Parametric. Quite the opposite, if “p-value” is smaller than the “α value”, then the data 
is considered as Not Normal or Not Parametric.

Run Shapiro-Wilk normality 
test to variable 2
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Using the shapiro_test function, a Shapiro-Wilk normality test could be executed to 
variable 1 of the dataset:

 
•	 In the first line of the chunk, it is necessary to invoke the name of the dataset.
•	Note that the name of the variable must be typed inside the shapiro_test function.

The values returned are the statistic value and the p-value:

 

•	 The “p-value” refers to the result of the Shapiro-Wilk test.
•	Generally, in order to evaluate the result of the Shapiro-Wilk test, a Level of 
Significance should be defined in 0.05. This value is usually called as “α value”.
•	 If  “p-value” is bigger than the “α value”, then the data is considered as Normal and 
Parametric. Quite the opposite, if “p-value” is smaller than the “α value”, then the data 
is considered as Not Normal or Not Parametric.
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Variable “p-value” 
Shapiro-Wilk

“α value” 
(level of 

significance)

Assessment 
of  “p” with 

respect to “α”

Shapiro-
Wilk result 

criteria
(normal or not 

normal)

Type of data
(parametric 

or not 
parametric)

Type of 
correlation 

coefficient to 
calculate

(Pearson or 
Spearman)

Compare the results of 
Shapiro-Wilk normality tests 

In order to analyze the results of the Shapiro-Wilk normality tests for each variable, 
in order to determine which of the correlation coefficient (Pearson or Spearman) to 
calculate, it is strongly recommended to build a simple data frame, as follows:

Table 1
Shapiro-Wilk tests results comparison analysis
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Once the researcher has obtained the results of Shapiro-Wilk normality tests (for each 
variable) and has assessed them with the level of significance defined previously, he 
knows clearly which of the correlation coefficients calculate: Pearson or Spearman. The 
criteria is as follows:

•	 If  “p-value” is bigger than the “α value”, then the data is considered as Normal 
and Parametric; the Pearson coefficient must be calculated to perform association 
analysis. 

•	 If “p-value” is smaller than the “α value”, then the data is considered as Not Normal 
or Not Parametric; the Spearman coefficient must be calculated to perform association 
analysis.

Calculate correlation coefficients
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The calculation of Pearson coefficient could be performed at the same time R executes 
a scatter plot. In this specific case, researcher could use the cor.method function to 
invocate the calculation of the coefficient, inside the code in which the plot is designed:
 

•	 It is important to define the x and y variables. The x variable is the one that is 
independent; the y variable is the one that is dependant. Researcher must define 
clearly this structure, in order to let R execute the calculation of the coefficient properly.

•	Researcher could change scales of the values of x and y axis. Due to the usage of 
scale_y_continous and scale_x_continous functions, the numbers of each labels 
could vary from scientific notation to common natural numbers.

Another way to calculare Pearson coefficient is throug the cor_test function. In this case, 
variables x and y must be defined into a determined chunk as separate vectors:

The result of calculations is as follows:

Pearson Coefficient
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The calculation of Spearman coefficient could be performed at the same time R executes 
a scatter plot. In this specific case, researcher could use the cor.method function to 
invocate the calculation of the coefficient, inside the code in which the plot is designed:
 

•	 It is important to define the x and y variables. The x variable is the one that is 
independent; the y variable is the one that is dependant. Researcher must define 
clearly this structure, in order to let R execute the calculation of the coefficient properly.

•	Researcher could change scales of the values of x and y axis. Due to the usage of 
scale_y_continous and scale_x_continous functions, the numbers of each labels 
could vary from scientific notation to common natural numbers.

Another way to calculare Spearman coefficient is throug the cor_test function. In this 
case, variables x and y must be defined into a determined chunk as separate vectors:

The result of calculations is as follows:

Spearman Coefficient
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Box plots are fantastic visualizations to show and illustrate the median and atypical data 
of a determined data set, through its quartiles.

Those plots are perfect visual tools to complement the analysis performed in the calculation 
of the Shapiro-Wilk normality tests. 

The box_plot() function takes into consideration all numbers of a vector, drawing a boxplot 
for each vector.

Box plot construction: illustrate 
normality tests
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The use of statistics provides real data on complex situations rather than making decisions 
based on assumptions. A manager must have the ability to look at data and make 
predictions about the future of the company or a particular department. Nowadays, every 
decision must be supported by concrete empirical data.
Correlations could be applied in business analytics. Some of its uses could be:

•	Data exploratory analysis.
•	Preditcions and data modeling.

In addition, correlation is a powerful statistical tool that helps researchers to discover 
associations and relations between variables. When they examine the strenght and the 
association between two or more variables, the correlation analysis let them obtain crucial 
information about behaviors, preferences, tendencies of processes and markets.
In order to decrease the probability of getting lost in correlation universe, with the purpose 
of focus on what I consider relevant and to improve the quality and impact of the research 
executed, the process explained in this book would help you, my appreciated reader, in 
your way to explore this technical topic and to obtain as much benefit as possible. The 
contents and knowledge of it is ready to be extracted and applied in daily business tasks. 
Cheers!!

Closure
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